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ABSTRACT
Tracking a person, an animal, or a vehicle generates a vast
amount of spatio-temporal data, that has to be processed
and analyzed differently from ordinary data generally used
in knowledge discovery. This paper presents existing spatio-
temporal clustering algorithms, suitable for such data and
compares their running time, noise sensitivity, quality of re-
sults and the ability to discover clusters according to non-
spatial, spatial and temporal values of the objects.
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1. INTRODUCTION
Due to emerging field of ICT and rapid development of sen-
sor technologies, a lot of spatio-temporal data has been col-
lected in the past few years. By processing and enriching
raw spatio-temporal data we aim at extracting semantic in-
formation, which is a basic requirement for the comprehen-
sion and later usage of this data. Normally, the very first
step of this process is clustering raw GPS coordinates into
more distinct groups of points, which already have some se-
mantics, such as whether the points belong to trajectory or
stationary point (i.e., stay point).

This paper aims to investigate different methods, used for
clustering spatio-temporal data, generated by mobile phones,
by collecting timestamped GPS coordinates of the phones’
location. By clustering the collected coordinates, we obtain
so called stay points (also referred to as points of interest or
stop points [15]), which are the points in space where a mov-
ing object has stayed within a certain distance threshold for
a longer period of time [16]. When the stay points are calcu-
lated, we can process the data further, to calculate the most
frequently visited locations (i.e., frequent locations), which
is the fundamental building block for further advanced ana-
lytics use-cases, such as next location prediction [6].

In general, clustering methods are separated into following
categories:

• Partitioning methods - classify data into k groups
or partitions,

• Hierarchical methods - hierarchically decompose given
datasets,

• Density-based methods - are based on cluster den-
sity, where clusters stop growing when neighbourhood
density stops exceeding a given threshold,

• Model-based methods - definition copied from [1]:
”In this method, a model is hypothesized for each clus-
ter to find the best fit of data for a given model. This
method locates the clusters by clustering the density
function. It reflects spatial distribution of the data
points.”

The most appropriate methods for clustering spatio-temporal
data are density-based methods as they regard clusters as
dense regions of objects in a data space that are separated
by regions of low density [7]. Thus we will focus on density
based methods and their application to cluster GPS coordi-
nates.

2. DENSITY-BASED ALGORITHMS
Table 1 shows some of the more common density-based algo-
rithms, used for the detection of stay points. For a successful
detection of stay points, it is important that the clustering
algorithm uses temporal information alongside bare spatial
data. As indicated in Table 1, most of the algorithms do
make use of it, except for DBSCAN. Quality of the algo-
rithm also depends on noise sensitivity (the less sensitivity
the algorithm has, the better it is), as cellphones’ GPS coor-
dinates are frequently noisy due to connection glitches (for
instance, when moving through forests, staying inside build-
ings or in bad weather conditions). Some algorithms return
only clusters such as DBSCAN, ST-DBSCAN and OPTICS,
but CB-SMoT, SMoT and SPD return a stay point (also re-
ferred to as stops) or a path (also refered to as moves).

DBSCAN has an overall average running time O(n log n),
and the worst case run time complexity is O(n 2). Running
time depends on parameter choice and version of implemen-
tation. OPTICS has similar time complexity but it is 1.6
seconds slower than DBSCAN. ST-DBSCAN has the same
running time as DBSCAN.



Algorithm name Spatio temporal Noise sensitivity Returning stay points/path
DBSCAN 7 7 7

ST-DBSCAN 3 7 7
SMoT 3 3 3

CB-SMoT 3 7 3
SPD 3 3 3

OPTICS 3 7 7

Table 1: The most common density-based algorithms, used for the detection of stay points [14].

2.1 Density Based Spatial Clustering of Ap-
plication with Noise (DBSCAN)

DBSCAN [5] is a density-based clustering algorithm which
identifies arbitrary-shaped objects and detects noise in a
given dataset. The algorithm starts with the first point in
the dataset and detects all neighboring points within a given
distance. If the total number of these neighboring points ex-
ceeds a certain threshold, all of them have to be treated as
part of a new cluster. The algorithm then iteratively collects
the neighboring points within a given distance of the core
points. The process is repeated until all of the points have
been processed.

DBSCAN’s advantages are that it robustly detects outliers,
only needs two parameters (Eps and MinPts), is appropriate
for large datasets and data input order does not interfere
with the results [12].

Numerous research studies have extended DBSCAN, such
as in the example of GDBSCAN [13], which is a generaliza-
tion of the original DBSCAN. GDBSCAN can cluster point
objects as well as spatially extended objects. Another one
of these extended algorithms is DJ-Cluster [17], used for
discovering personal gazetteers. It attaches semantic infor-
mation to clusters and requires a list of points of interest.
Also extension is ST-DBSCAN which is described bellow.

ST-DBSCAN [4] is another algorithm that is based on DB-
SCAN. It is making use of its ability to discover clusters with
various shapes, while improving some of the weak points of
the original algorithm. It adds temporal data to the cluster-
ing results, identifies noisy objects if there are various den-
sities of the input data, and more accurately differentiates
adjacent clusters.

2.2 Stops and Moves of Trajectory (SMoT)
SMoT [2] algorithm divides data into two sets called moves
and stops. The easiest way to understand how SMOT works
is by reviewing the example shown in Figure 1. There are
three potential stop candidates with geometries Rc1, Rc2
and Rc3 and with information about minimum time dura-
tion for each of them. From the figure, we can observe that
the point p0 is not inside any of these geometries, therefore
it is a candidate for move dataset. The next few points
are inside the first stop candidate (Rc1) and also exceed the
minimum time duration which is specified for every geome-
try. In candidate Rc2, the point duration does not exceed
minimum threshold, therefore Rc2 is not a stop.

Figure 1: Example of trajectory points with three
possible candidate stops [2].

2.3 Clustering-Based Stops and Moves of Tra-
jectory (CB-SMoT)

CB-SMoT [11] algorithm is an alternative to the algorithm
SMoT and addresses one of its main drawbacks - the in-
capability to detect stay points that are not predefined by
user. It uses clustering methods to automatically detect
stay points. The idea behind this method is, that when we
move around points of interest (such as museums, monu-
ments, night-clubs, etc.), we move slower than when we are
traveling from one place to another. In the first steps, the
potential stops (the slower parts of a trajectory) are iden-
tified using the variation of the DBSCAN algorithm which
considers one-dimensional trajectories and their speed. In
the second step, the algorithm identifies the location of the
potential stops (clusters) which were found in the first step.
The authors report [11] that their algorithm discovers less
incorrect stops, compared to SMoT algorithm.

2.4 Stay Point Detection (SPD)
The SPD [9] algorithm works by detecting whether the ob-
served entity has spent more than 30 minutes within a ra-
dius of 100 meters. If this happens, the region is detected as
a stay point. Both threshold time and distance parameters
are adjustable and are chosen depending on the use-case and
accuracy of raw data.

The main advantages of SPD is its need for predefined struc-
tures. It is not computationally demanding, but it is sen-
sitive to the accuracy of data usually generated by GPS
receiver. Namely, for different accuracies of GPS it returns
slightly different positions for the same location. It is also
sensitive to noise, but this can be partially reduced by ad-
justing the parameters of the algorithm.



Figure 2: OPTICS result is called reachability plot [10].

2.5 Ordering Points to Identify the Clustering
Structure (OPTICS)

OPTICS [3] is an algorithm which is used for finding density-
based clusters in spatio-temporal data. Though it works in a
similar way as DBSCAN, OPTICS improves on DBSCAN’s
biggest weakness, the failure to detect clusters when density
of the data varies.

In Figure 2, we can observe that OPTICS algorithm gen-
erates an easily visualized ordering of points, which can
be used to extract partitions and hierarchical clusters [10].
Zheng et al. [16] used OPTICS for clustering stay points.
In their article, they present the idea that through the use
of a statistically significant number of user-generated GPS
trajectories, the correlation between personal geographical
locations implicit in a person’s location history enables the
provision of valuable services, such as personalized recom-
mendations and target specific sales promotions.

2.6 Other algorithms
There exist many other different approaches on dealing with
spatial and spatio-temporal data. Some of these are de-
veloped as extensions (for example, DB-SMoT [12]) to well
known algorithms, while others take an entirely new ap-
proach (TRACLUS [8]). It is important to note that other
data can also be used alongside coordinates and timestamps.

3. DISCUSSION
The goal of this discussion is to find an algorithm capable of
clustering user’s raw historical data of locations, as tracked
by a mobile phone. Referring back to Table 1, we want an
algorithm which has the following properties:

• is able to cluster spatio-temporal data;

• is noise insensitive;

• returns stay points and a paths.

As we had already stated in the beginning of this paper, be-
sides spatial data, temporal information is one of the most
important additional information for stay point detection
algorithms, which enables better stay point detection per-
formance and empowers additional time related capabilities,
such as detecting time spent at each stay point. By using
an algorithm that clusters data only by spatial information,
we lose part of the useful information (in our case, the time

spent on a location), as well as the order of stay points on
the timeline, thus making us unable to do further analysis,
such as future location predictions and plotting frequency
graphs. Due to this shortcoming and also different cluster
densities, algorithms such as DBSCAN, or its improved ver-
sion DJ-cluster, are not appropriate for our use case.

In [14], Sander et al. exposed that the problem of DB-
SMoT algorithm is that the quantile function requires a
priori knowledge of the proportion between points inside
potential stops and total points in the dataset. This pro-
portion varies among datasets since users sometimes spend
a whole day inside a stop (i.e., the proportion is one), while
on different occasions they might be visiting more than ten
stops (i.e., the proportion is much smaller than one). Due to
this, we need and online algorithm that can function with-
out prior knowledge of stay point to path ratio. The SMoT
algorithm uses predefined regions which can be a problem if
we want to detect some stay points outside of those zones
(such as outdoors). Algorithm SPD, SMoT and CB-SMoT
are all sensitive to noise, but have the advantage of returning
stay points ordered by timestamps. With other algorithms,
such as DBSCAN and OPTICS, we need to find the right se-
quence ourselves independently of the algorithm. Given our
requirements, we propose CB-SMoT, SMoT and SPD as the
most suitable for clustering spatio-temporal data collected
from a mobile phone.

An efficient algorithm must be insensitive to noise. Cur-
rently, GPS has reception problems in narrow valleys, forests
or inside buildings, so it’s important to use different data
sources (for example, Wi-Fi networks, activity recognition)
for accurate stay point detection. Modern mobile phones
nowadays also provide rudimentary activity recognition, which
we can use to compare our own results against. If the ac-
tivity recognition system is not detecting movement (the
person is standing still) and our collected GPS coordinates
are consistently far apart, we may be facing a problem with
GPS accuracy. In such cases, additional data sources should
be considered for more accurate measurement.

To the best of our knowledge, up to this date SPD algorithm
is considered as the best solution for detection of stay points,
but suffers from detecting false stay points and paths. This
problem can be alleviated by running multiple iterations of
the algorithm on resulting dataset. This is already outside of
the scope of this paper and will be described in the separate
paper which is currently under preparation.
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